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ABSTRACT
Search over enterprise data is essential to every aspect of an enterprise because it helps users fulfill their information needs. Similar to Web search, most queries in enterprise search are keyword queries. However, enterprise search is a unique research problem because, compared with the data in traditional IR applications (e.g., text data), enterprise data includes information stored in different formats. In particular, enterprise data include both unstructured and structured information, and all the data center around a particular enterprise. As a result, the relevant information from these two data sources could be complementary to each other. Intuitively, such integrated data could be exploited to improve the enterprise search quality. Despite its importance, this problem has received little attention so far. In this paper, we demonstrate the feasibility of leveraging the integrated information in enterprise data to improve search quality through a case study, i.e., finding relevant information of certain types from enterprise data. Enterprise search users often look for different types of relevant information other than documents, e.g., the contact information of persons working on a product. When formulating a keyword query, search users may specify both content requirements, i.e., what kind of information is relevant, and type requirements, i.e., what type of information is relevant. Thus, the goal is to find information relevant to both requirements specified in the query. Specifically, we formulate the problem as keyword search over structured or semistructured data, and then propose to leverage the complementary unstructured information in the enterprise data to solve the problem. Experiment results over real world enterprise data and simulated data show that the proposed methods can effectively exploit the unstructured information to find relevant information of certain types from structured and semistructured information in enterprise data.
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1. INTRODUCTION

Enterprise search allows users to access information from enterprise data to fulfill their information needs such as information seeking and decision making. For example, a customer may need to search for specifications of certain products, and a product manager may need to find persons who have expertise in certain areas. Clearly, enterprise search quality is essential to an enterprise’s productivity and customer satisfaction.

Similar to Web search and traditional ad hoc search, queries of enterprise search are often keyword queries. However, enterprise search is different in many aspects [22]. One of the most unique characteristics is that enterprise data include not only unstructured information such as documents but also structured or semistructured information such as relational databases and RDF data. These two types of information are complementary to each other since all the information centers around the enterprise. In particular, structured or semistructured information has schema which ties a piece of information with its meaning, while unstructured information often contains more detailed information described in free text. The different characteristics of these two types of information make it possible to leverage one type of information to help search over the other. Intuitively, the schema of the structured databases or RDF data could be useful for providing domain knowledge in keyword search over unstructured information while the rich content information in free text could be useful for query understanding and term weighting in keyword search over structured information. There have been some previous studies on enterprise search such as document search and expert finding [13, 45, 5, 11], but few of them studied how to leverage structured or...
semistructured information to improve search quality over unstructured information or vice versa.

In this paper, we study a research problem related to enterprise search, i.e., finding relevant information of certain types from enterprise data. The problem is chosen because it can demonstrate the feasibility of leveraging unstructured information to improve search over structured or semistructured data. Instead of finding relevant documents, enterprise search users often want to search for other types of relevant information. When searching for relevant information, a user may specify not only a content requirement, i.e., what kind of information is relevant, but also a type requirement, i.e., what type of information is a user looking for. For example, a user may submit query “John Smith contact information” to find the contact information of John Smith. In this query, “John Smith” is the content requirement while “contact information” is the type requirement. Clearly, the retrieved results should be the contact information of John Smith such as his emails and phone numbers rather than a ranked list of relevant documents. Despite its importance, the problem of finding relevant information of certain types has not received much attention in IR until recently. Related efforts mainly focused on finding a particular type of information such as experts [5] and related entities [10]. It remains unclear how to solve the problem in a more general way.

We formulate the problem as finding the information that is relevant to both content and type requirements specified in keyword queries from semistructured or structured data. The first challenge is to separate the type requirement from content requirement in a keyword query. We propose to utilize term semantic similarities computed from unstructured data and the difference of term distributions in unstructured data and structured data to identify type requirements specified in keyword queries. The second challenge is to rank results based on their relevance to both requirements. We discuss how to compute the relevance scores for each requirement and combine the relevance scores for the two requirements then. Our main contribution is that we proposed methods that can utilize the unique characteristic of enterprise data, i.e., the complementary information in the structured databases and unstructured documents, and use the integrated information to improve the accuracy of enterprise search.

Figure 1 illustrates the main ideas. Give a keyword query, we first identify both the content and type requirements by utilizing the unstructured information. After that, we conduct search over the (semi-)structured information based on both requirements. Note that the semistructured or structured information could be either manually created or automatically extracted from unstructured data.

We evaluate the proposed methods over a real-world enterprise data collection and a simulated collection constructed from standard collections [11, 12]. Both of them contains unstructured documents and structured information such as relational databases or RDF data. Experiment results show that the proposed methods can effectively utilize the integrated enterprise data to find relevant information satisfying both content and type requirements. Our work is the first step towards the goal of leveraging the integrated information to improve enterprise search quality.

The rest of the paper is organized as follows. We discuss the related work in Section 2. Section 3 describes the problem formulation. We discuss how to identify content requirement and type requirement in Section 4 and how to rank results based on both requirements in Section 5. Experiment design and results are discussed in Section 6. Finally, we conclude in Section 7.

2. RELATED WORK

Enterprise search is important, but it has not received much attention in the research community until recently. One study suggests that poor search quality within enterprises often causes significant loss of opportunities and productivities [13]. A more recent study takes one step further and discusses several challenges in enterprise search [22], unfortunately, no solution has been presented there. Motivated by the importance of the enterprise search, the enterprise track in TREC has been launched since 2005 [14, 35, 5, 11]. Most research efforts focus on some particular enterprise search problems such as document search [20, 30, 6, 33, 58], expert finding [8, 10, 34, 12, 9], metadata extraction [14] and user behavior in enterprise search [19, 30]. To our best knowledge, few studies looked into how to better leverage the integrated data to improve the enterprise search quality.

One limitation of traditional IR systems is that retrieved information items are limited to documents. However, users may be interested in other types of relevant information such as persons or product prices. Many recent efforts attempted to address this limitation. For example, commercial Web search engines started to direct queries to different vertical search engines based on user intentions and then aggregate the vertical search results [4]. Dalvi et. al. [15] proposed to develop a web of concepts and discussed the importance of concept search, which is in the similar line as the problem we studied in this paper. This work mainly discussed the challenges in Web domain while our work focuses on solving the problem in enterprise search. Li [29] has studied how to better understand the semantic structure of noun phrase queries by formulating them as intent heads and intend modifiers which correspond to type and content requirements in our paper. However, the work does not move further to uti-
lize the semantic structure of query to build a more effective retrieve model. Other research efforts in IR include related entity finding [10] and expert finding [8] [21] [22] [9]. These studies mainly focused on searching over unstructured data for a particular type of information such as experts [8] or related entities [10]. On the contrary, we focus on searching over structured or semistructured data for a broad range of information type specified in keyword queries.

Our work is closely related to semantic data search and keyword search over semistructured or structured data. Semantic data search mainly deals with the retrieval of semantic data [21], but most existing studies focused on the Web domain. DBXplorer [3] and DISCOVER [24] join tuples with primary-foreign key relation from multiple tables as tuple trees and rank them solely by the number of joins in the trees. EASE [25] follows the same idea to favor the compact joining graphs by utilizing the proximity between the keyword nodes to model the compactness of the joining graph. Hristidis et al. [23] adopt pivoted normalization methods to rank tuple trees. Koutrika et al. [27] use the IR-standard ranking method to compute the $tf \cdot idf$ weight of any query term in search entity. However, most of them assume that keyword queries only contain content requirement. None of them studied how to return results based on both content and type requirements and how to leverage unstructured information as what we do in this paper.

Compared with existing work, our main contribution is to leverage the unique characteristic of enterprise data, i.e., the integration of unstructured and structured information, to improve the search quality of enterprise search. In particular, we propose methods that can exploit unstructured data to identify the type and content requirements in keyword queries and bridge the vocabulary gap between query and the structured data. Moreover, to our best knowledge, our work is the first one that studies the problem of finding relevant information of the certain type from structured and semistructured data for enterprise search.

3. PROBLEM FORMULATION

Enterprise search users often look for relevant information other than documents. When formulating a keyword query, search users may specify not only what kind of information is relevant, i.e., content requirements, but also what type of information is desirable, i.e., type requirements. Without loss of generality, we assume that a query term describes either content or type requirement and we can represent a keyword query as $Q = Q_C \cup Q_T$, where $Q_C$ is the set of query terms describing the content requirement and $Q_T$ is the set of query terms describing the type requirement. Given a keyword query and an enterprise data collection, our goal is to retrieve information satisfying both requirements from the collection.

An enterprise data collection contains unstructured, semistructured as well as structured information. Semistructured and structured data always associate the type or semantic meaning information with a piece of information. For example, the schema of a relational database specify the type of each cell in the database, and the RDF predicates or XML tags specify the semantic meaning of RDF triples or XML elements. On the contrary, unstructured data do not directly provide any information about the type or semantic meanings. A commonly used strategy for dealing with search for information of certain types over unstructured inform-

---

4. REQUIREMENTS IDENTIFICATION

Search users may specify both type requirement, i.e., what type of information is desirable, and content requirement, i.e., what kind of information is relevant. Note that, in this paper, we assume that we know whether a query has type requirements and consider only those with both requirements. Deciding whether a query contains type requirements is out of the scope of this paper and could be solve using classification methods, which we plan to study in our future work. We now discuss how to identify these two requirements in a keyword query.
4.1 Similarity based method

Intuitively, terms describing content requirement are semantically related, and those describing type requirement are semantically related. For example, consider query “John Smith contact information”, terms “John Smith” are semantically related while “contact information” are semantically related. It is clear that the terms describing these two requirements naturally form two clusters. Thus, to identify requirements, we need to cluster query terms into two clusters and then assign one cluster as type requirement and the other as content requirement.

One deciding factor in clustering algorithm is the term similarity function. Fortunately, in addition to the structured databases, we also have a complementary collection of unstructured documents in enterprise data. Thus, we propose to utilize the unstructured information to compute similarities among query terms based on the assumption that the co-occurrences of terms indicate their semantic relations. The term similarity can be computed based on mutual information as follows [37]:

$$sim(t, u) = \sum_{O_{ct} \in [0, 1]} p(O_{ct}, O_{cu}) \log \frac{p(O_{ct}, O_{cu})}{P(O_{ct})P(O_{cu})}$$

where $O_{ct}$ and $O_{cu}$ are two binary random variables which represents the presence or absence of two terms $t$ and $u$.

Note that, unlike previous studies [16], the data collection used for computing term similarities and the collection used for searching are quite different. If these two collections are quite different, this method would not work because related terms on one domain may not be related on another. For example, “jaguar” and “drive” may be related on a set of documents about cars while they would not be related in a document collection about animals. Fortunately, since the two collections we used in this paper, i.e., structured information and unstructured information of one enterprise, are complementary and both about the enterprise, related terms discovered from one data set are likely to be related on another data set as well.

Given the term similarity function, we then cluster query term using hierarchical agglomerative clustering [31], which starts by treating each term in the query as one cluster, merges two clusters with highest mutual information at each step and stops when there are only two clusters left. Note that each query is treated as bag of words and terms are assumed to be independent with each other. We plan to consider the order of terms in our future work.

The remaining problem is to identify which term cluster is the content requirement and which is the type requirement. Since the database schema contains the table names as well as attributes names, they provide descriptions of different types. Thus, given a database, we can create a profile about types according to its schema by merging all the table names and attribute names together as one document. We then compute the similarity between our profile about type and each of the clusters. The similarity is computed by taking the average of term semantic similarity as shown in Equation (1). The cluster with higher similarity would be identified as the type requirement while the other corresponds to the content requirement. Similar approaches can also be applied to RDF or XML data collection.

4.2 Language Modeling based Method

We assume that each term in the query $Q$ is independent and terms in content requirement $Q_C$ and type requirement $Q_T$ are generated from two different unigram language models $\theta_C$ and $\theta_T$, respectively. The language models can be estimated using maximum likelihood estimation over the enterprise collection. In particular, we estimate $p(w_i|\theta_C)$ over all the attributes of semistructured or structured data while we compute $p(w_i|\theta_T)$ over the unstructured data.

Given a query $Q = \{q_1, q_2, \ldots, q_t, \ldots, q_m\}$, we use $R_{Qm}(q_t) \in [0, 1]$ to denote the requirements identification result for each term using language modeling approach, where $R_{Qm}(q_t) = 0$ means $q_t$ is identified as content requirement and $R_{Qm}(q_t) = 1$ means $q_t$ is identified as type requirement. Intuitively, the requirements identification for term $q_t$ can be formulated as comparing the language modeling generation probability directly:
\[ R_{\text{sim}}(q_i) = \begin{cases} \frac{R_{\text{sim}}(q_i)}{R_{\text{adjust}}(q_i)} & \text{if } R_{\text{sim}}(q_i) = R_{\text{sim}}(q_i) \\ 1 - R_{\text{sim}}(q_i) & \text{if } R_{\text{sim}}(q_i) \neq R_{\text{sim}}(q_i) \end{cases} \]

The idea behind this method is that we assume terms from one requirement has higher probability to be generated from the associated language model than the other. However, results show that this method fails to work effectively, since it ignores the similarity between terms. In order to overcome this limitation, we propose to use the language modeling generation probability as prior to adjust the results of similarity-based methods. Similarly, we use \( R_{\text{sim}}(q_i) \in \{0, 1\} \) to denote the identification results of similarity based method. First, we use the results of language modeling approach to validate the results of similarity-based method for each term:

\[ \text{prior}_{\text{im}}(q_i) = \begin{cases} \frac{p(w_i|\theta)}{p(w_i|\theta)} & \text{if } R_{\text{sim}}(q_i) = 0 \\ \frac{1}{p(w_i|\theta)} & \text{if } R_{\text{sim}}(q_i) = 1 \end{cases} \]

and \( O_{q_i} = \{ q_j | q_j \in Q, i \neq j, R_{\text{sim}}(q_i) = R_{\text{sim}}(q_j) \} \) is a set of terms which share the same semantic based identification results with \( q_i \) and \( C_{q_i} = \{ q_j | q_j \in Q, R_{\text{sim}}(q_i) \neq R_{\text{sim}}(q_j) \} \) is a set of terms whose identification results differ from that of \( q_i \). Here \( \frac{p(q_i|\theta Q)}{p(q_i|\theta T_i)} \) is the probability that \( q_i \) is correctly identified by the similarity based method and \( \text{prior}_{\text{im}}(q_i) \) is the prior probability that \( q_i \) is incorrectly identified based on the knowledge of language modeling. Based on the comparison of two probabilities, we decide whether we should keep the similarity based identification result or adjust the result to another requirement.

5. RANKING METHODS

After identifying two requirements in a given keyword query, we may formulate a query as \( Q = Q_C \cup Q_T \), where \( Q_C \) is the content requirement and \( Q_T \) is the type requirement. The problem is to rank information items such as all the table elements in the database, all the XML elements or all RDF nodes based on their relevance with respect to the query. Recall that every information item in the structured or semi-structured information can be represented as a two dimensional tuple, where one dimension corresponds to its type and the other corresponds to its value. Thus, the problem boils down to model the relevance for each two dimensional information item \( I \) with respect to \( Q = Q_C \cup Q_T \), which is referred to as 2-dimensional search. The general relevance estimation approach can be formulated as:

\[ \text{Score}(Q, I) = \alpha \cdot \text{Score}(Q_T, I) + (1 - \alpha) \cdot \text{Score}(Q_C, I) \]

where \( \alpha \in [0, 1] \) controls the influence of these two scores. The estimation of \( \text{Score}(Q_T, I) \) and \( \text{Score}(Q_C, I) \) varies on structured and semi-structured data due to the different data characteristics.

5.1 Structured Data

In the relational databases, \( Q_C \) is used to rank tuples, i.e., rows in the table, while \( Q_T \) is used to rank attributes, i.e., columns in the table. Thus, we need to assign a relevance score to each of the table elements and rank them according to their relevance scores.

Let us start with a simple case when there is only one table in the database. For table \( T \), we denote its \( m \) attributes as \( A_{T_1}, A_{T_2}, \ldots, A_{T_m} \). The table has \( n \) tuples which are denoted as \( T = \{ T_1, T_2, \ldots, T_n \} \), each tuple represents one entity with \( M \) attribute values and therefore it can be denoted as \( T_i = \{ T_{i1}, T_{i2}, \ldots, T_{im} \} \) where \( T_{ij} \) denotes the \( j \)th attribute value of the \( i \)th tuple. In order to estimate the relevance score of a table element \( T_i \), we can utilize its context information including \( T_i \) and \( A_{T_i} \). Specifically, \( T_i \) is the tuple which contains the table element and the values of other attributes in the tuple provide context information that can be exploited to infer the relevance of the tuple with respect to the content requirement, i.e., \( Q_C \). \( A_{T_i} \) is the attribute name of the table element, and it can provide information related to the type requirement, i.e., \( Q_T \). Therefore, we propose to compute the relevance score of table element \( T_i \) as follows:

\[ \text{Score}(Q_T, T_i) = \alpha \cdot \text{Score}(Q_T, T_i) + (1 - \alpha) \cdot \text{Score}(Q_C, T_i) \]

where \( \text{Score}(Q_T, A_{T_i}) \) is the relevance score between the type requirement \( Q_T \) and attribute name \( A_{T_i} \), \( \text{Score}(Q_C, T_i) \) is the relevance score between the content requirement \( Q_C \) and the tuple \( T_i \). When \( \alpha = 0 \), only the relevance score for content requirement contributes to the final relevance score, which means that every attribute of a tuple would receive the same relevance score. When \( \alpha = 1 \), only the relevance score for type requirement matters, which means that all the information with the certain type would be relevant.

Let’s consider the example in Figure 2. We assume there is only one Employee table in the database. \( \text{Score}(Q_T, A_{T_1}) \) will calculate the relevance score between the type requirement “contact information” and all the nine attribute names, and it’s expected to give higher rank score to attribute Email and Phone than others. \( \text{Score}(Q_C, T_i) \) will calculate the relevance score between the content requirement “John Smith” and all the three tuples, and it’s expected to give higher rank score to tuple with Employee ID 1339 than others. By combining the results of two ranking scores using Equation (7), we can get the email and phone (i.e. smith@foo.com, x-3282) of John Smith at the top of the ranked list of attribute values.

However, tables in a real database are more complicated. In particular, the information related to an entity might be scattered in multiple tables due to normalization. In the example shown in Figure 2, the address of an employee is stored in the Department table rather than the Employee table where “John Smith” occurs. Fortunately, these two
functions to compute them. In this paper, we use \( F2-\text{EXP} \),
treated as unstructured document, we may use any retrieval
terms with the target attribute names in the database. In
the example shown in Figure 2, the relevant attributes
and \( Q \)
the type requirement “contact information” . The attribute
classification of table
the target table. The closeness between tables is defined
by the number of foreign key links used to connect these
tables. There could be different ways of defining such a
proximity function, and in this paper, we use the following
simple strategy:

\[
\text{Proximity}(T_1, T_2) = \frac{1}{1 + nL(T_1, T_2)}
\]

where \( nL(T_1, T_2) \) is the number of foreign key links between
table \( T_1 \) and \( T_2 \). If \( T_1 \) is the same as \( T_2 \), \( nL(T_1, T_2) = 0 \).
The estimation follows the intuition that the farther a ta-
ble is from the target table \( T_1 \), the less confidence we have
to conclude that the additional information in the table is
relevant to the one in the target table. Therefore, for the
example shown in Figure 2 we will give higher weight to the
attributes in table \textit{Employee} (e.g. \textit{Email}, \textit{Phone}) and lower
weight to the attribute in table \textit{Department} (e.g. \textit{Address}).

We now describe how we estimate the two score compo-
ents: \( \text{Score}(Q_c, T_i) \) and \( \text{Score}(Q_T, A'_j) \). Since \( Q_c \) and
\( Q_T \) are essentially keyword queries, and \( T_i \) and \( A'_j \) can be
treated as unstructured document, we may use any retrieval
functions to compute them. In this paper, we use \( F2-\text{EXP} \),
an axiomatic retrieval function \[16\] because previous study
shows that the function is robust and insensitive to param-
eter settings and a fixed parameter setting can reach com-
parable performance with other state of the art retrieval
functions.

However, the users may not be aware of the schema of
the enterprise database, thus if they come up with the type
requirement of the query, it may not have any overlapped
terms with the target attribute names in the database. In
the example shown in Figure 2 the relevant attributes \textit{Email},
\textit{Phone} and \textit{Address} do not have any overlapped term with the
type requirement “contact information”. The attribute
\textit{Contact Person} has one overlapped term, but it’s not a rel-
vant attribute with regard to the query. We call this the
\textit{vocabulary gap} between database and user queries. There-
fore, using ordinary keyword search retrieval models will
fail definitely because these models depends on the over-
lapped terms between the query and document. To bridge
the vocabulary gap, we follow the existing work on semantic
term matching \[17\] and utilize the unstructured documents
collection to get the \( K \) most semantic similar terms of the
original type requirement based on the mutual information
estimated in Equation \[1\]. This works under the assumption
that the type requirement and its target attribute have
high semantic similarity. We then expand the original type
requirement \( Q_T \) with the \( K \) weighted terms into \( Q_T^{E,F,P} \),
which is used to replace \( Q_T \) to estimate the relevance score.

5.2 Semi-Structured Data
Due to space limit, here we only take RDF as example of
semi-structured data. Our method is also applicable to
other semi-structured data like XML. In RDF graph, each
element is represented as one node, and one entity may have
several attributes. Each attribute is a pair of attribute name
and attribute value. In the terminology of RDF, each
entity and one of its attribute is expressed in one statement
called \textit{triple}, in which the entity is subject, attribute name
is predicate and attribute value is object. Consider the ex-
ample shown in Figure 3 there are three entities in total,
and entity “Pride and Prejudice” has three attributes (i.e.
type, \textit{author} and \textit{publication date}). Intuitively, the \textit{type}
attribute describes the type information of the entity and
the other attributes as well as entity name describes all the
other information related to the entity. Therefore, for each
entity \( E_i \), we take the \textit{type} attribute as the \textit{type aspect} \( E''_i \)
and all the other attributes as \textit{content aspect} \( E''_i \) and even-
tually each entity can be expressed as 2-dimensional vector
\( E_i = \{ E''_i, E''_i \} \). For example, consider the entity \( E_i =
“Pride and Prejudice” in Figure 3 \( E''_i \) = “Pride and Preju-
dice, 1/28, 1983, Jane Austen”. Currently we only consider
the type attributes with directly connections to the entities.
However, they may also inherit type attributes from oth-
ers through hierarchical relations. We will take them into
consideration in our future work.

To retrieve entities from RDF graph, we need to estimate
the relevance between \( E_i \) and both the content requirement
\( Q_c \) and type requirement \( Q_T \). Similar to Equation \[4\],
the relevance score can be formulated as:

\[
\text{Score}(Q, E_i) = \alpha \cdot \text{Score}(Q_T, E_i) + (1 - \alpha) \cdot \text{Score}(Q_c, E_i) 
\]

Note that for one entity not all of the attributes values
are plain text. Some of the attribute values may also be
other entities in the graph, therefore entities are connected
with each other through such attributes as links. In the
example shown in Figure 3 both the entity “Pride and Prej-
udice” and “Sense and Sensibility” share the same attribute
“author” with value “Jane Austen” which is also an entity.
These three entities are connected through the directed arcs.
Therefore, the related information for one entity is scattered

\[Figure 3: An example RDF graph.\]
into several nodes, similar to the normalization [20] in relational database. Intuitively, to get a more accurate estimation of the content requirement score of each entity, we should not only consider the node itself, but also its neighbors. By leveraging the graph information, after we have done the initial estimation of $\text{Score}(Q, E_i^C)$, we update it in the following way:

$$\text{Score}(Q, E_i^C) = (1 - \beta)\text{Score}(Q, E_i^C) + \frac{1}{|\mathcal{N}(E_i)|} \sum_{j \in \mathcal{N}(E_i)} \text{Score}(Q, E_j^C)$$

where $\mathcal{N}(E_i)$ is the set of all the neighbor nodes of entity $E_i$, $|\mathcal{N}(E_i)|$ is the size of $\mathcal{N}(E_i)$, $\beta \in [0, 1]$ controls the influence of the scores from neighbor nodes.

We now describe how we estimate the two score components: $\text{Score}(Q, E_i^C)$ and $\text{Score}(Q_T, E_i^T)$. Similar to the score component estimation over structured data as described in end of Section 5.1 we may also use any retrieval functions to do so by treating $Q_C$ and $Q_T$ as keyword queries and $E_i^C$ and $E_i^T$ as unstructured documents, respectively. Again, considering the vocabulary gap between the type requirement and the attribute names in the RDF data, we expand the original type requirement $Q_T$ with the $K$ most semantic similar terms into $Q_{T, \text{EXP}}$ based on the mutual information by utilizing the unstructured documents collection.

6. EXPERIMENTS

We describe the experiment design and results in this section. We choose two data sets for evaluation: one is a real world enterprise data set, and the other one is a simulated data set constructed using standard collections. Over each data set, we conduct two sets of experiments to evaluate the effectiveness of requirement identification methods and ranking methods.

6.1 Real-world Enterprise Data Set

We now describe the enterprise data set used in this paper. The data set contains both unstructured and structured information about HP, which is referred to as REAL.

We first study a query log with queries submitted to the HP web search engine. The log includes 1,060,792 queries in total. The average number of terms in each query is 2.2, which is similar to the observation in web search [36]. After analyzing the query log, we find that the majority of the queries are about product search. Thus, the enterprise data we use for this paper is built around products of HP.

The first part of the data collection includes all the web pages of HP. There are 477,800 web pages, which leads to a total size of 18 GB unstructured information. On average each document has 877 terms. The second part of the collection includes a relational database with 25 tables that contain the information about products of HP with a total size of 39,524 KB structured information. A table could be either independent or related to other tables. When a table is related to another table, they could be joined together based on their foreign/primary keys.

Specifically, there are five types of tables in the database: product, product series, product marketing subcategory, product marketing category and product type. A product belongs to one product series, a product series belongs to one product marketing subcategory, a product subcategory belongs to one product category, and a product category belongs to one product type. Clearly, these five types form a concept hierarchy of the products in the databases. The database contains 3,238 products, 983 product series, 134 product marketing subcategories, 54 product marketing categories and 8 product types. Each product table contains information about one type of products. Each product type has its own schema because different types of products may have different specifications. For example, the specification of a printer may include resolution while that of a camera may include storage. Within a product table, each tuple in the table contains the information of a product with the corresponding type. For instance, every tuple in the printer table corresponds to a printer.

Table 1: Performance of type requirement identification over REAL.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Equation</th>
<th>Prec</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Similarity</td>
<td>0.752</td>
<td>0.746</td>
<td>0.746</td>
<td></td>
</tr>
<tr>
<td>Language Modeling</td>
<td>0.890</td>
<td>0.887</td>
<td>0.887</td>
<td></td>
</tr>
</tbody>
</table>

Note that although the enterprise data we used center around products, our proposed algorithms are general enough and can be applicable to any enterprise data.

Based on the analysis over the query log, we find that 23.21% queries have mentioned any attribute in the product database, thus these queries have great potential to benefit from our proposed 2-dimensional search methods. Within these queries, we manually select a set of 50 queries which mention both valid product name and attribute in the database. Clearly, all the 50 queries contain both the content and type requirement. The search results of the 2-dimensional search need to follow the format below:

<tuple ID, attribute name, attribute value>

Each result is specified by the triple of tuple ID (the primary key of the tuple), attribute name and attribute value. Moreover, we create a judgment file which assign relevance labels to table elements for every query by manually retrieving relevant elements from the table. A relevant result should be an exactly same triple in the judgment file. We use MAP (Mean Average Precision) over the 50 queries as the main measurement for the performance. Since each query has 9 relevant results on average, we also use $P@10$ (Precision at rank 10). Besides that, the performance measured with $R$-precision ($R$ is the number of relevant results for a given topic) is also reported.

We first compare performance of two requirement identification methods proposed in Section 4. To evaluate their performance, we first create judgment files for all the query set by manually identify both content and type requirements for each query. Since the query requirement identification essentially is a classification problem in which each term has to be classified into two classes: either content requirement or type requirement, we evaluate the performance by calculating the macro-average of precision, recall and F1 for each query, and take the average over all the queries then. Table 1 shows the performance of two query requirements identification methods over REAL. We can see that both methods can reach reasonable performance, and the language modeling method can reach better performance than similarity based method. In the following experiments, we only report the ranking results using the identification results of
language modeling method because it is expected to lead to better performance.

**Baseline Methods:** Our work is related to keyword search over structured databases. The main difference is that existing methods only consider ranking joined tuples rather than table elements [23], i.e., attributes. The first baseline method we use is one of the state of the art methods for keyword search over structured databases [23], which is referred to as 1dBL. In order to apply existing methods to solve our problem, we can use them to rank tuples and then return all the attributes in a random order as follows:

\[
\text{Score}_{1dBL}(Q, T_i^j) = \frac{1}{|N(T)|} \sum_{T' \in (T) \in N(T)} \text{Score}(Q_C, T_i^j),
\]

where \(N(T)\) denotes a set of all the tables that can be either directly or indirectly connected to the table \(T\) through join operations and \(|N(T)|\) is the size of \(N(T)\).

Moreover, we also implement a stronger baseline where we combine our proposed method by incorporating the relevance score based on the type requirement into the first baseline. This method is referred to as 2dBL.

\[
\text{Score}_{2dBL}(Q, T_i^j) = \alpha \cdot \text{Score}(Q_{T_{\exp}}, A_i^j) + (1-\alpha) \cdot \frac{1}{|N(T)|} \sum_{T' \in (T) \in N(T)} \text{Score}(Q_C, T_i^j)
\]

In fact, 1dBL is a special case of 2dBL when \(\alpha = 0\).

**Implementation Details:** Our proposed method is referred to as 2dRank. There are two components in the proposed ranking function and two baseline methods. (Note that \(Q_C\) is expanded into \(Q_{T_{\exp}}\) as described at the end of Section 5.1.)

Table 2 shows the optimal performance comparison of the three methods measured with three standard evaluation metrics. In addition, we also plot the precision-recall curve for all the three models in Figure 4. It is clear that the 2dRank performs much better than the two baseline methods. First, we can see that the 2-dimensional search can clearly yield to better search performance because it can return direct answers. Second, the proximity function in Equation 5 is more effective for 2-dimensional search. Moreover, 1dBL shows that even without incorporating type constraints into the ranking, our model can still find some relevant information, although with the penalty of great performance loss.

We have manually checked the results of some queries, and found that for some queries whose type requirements have vocabulary gap with the database schema (for example, one such type requirement is “dimension”), some relevant attributes (“width”, “depth”, “height”) are successfully ranked at the top. This proves the effectiveness of our method on bridging the vocabulary gap.

We also examine the performance sensitivity with respect to the parameter \(\alpha\) for 2dBL and 2dRank, as shown in Figure 5. We find that 2dRank always performs better than 2dBL at all \(\alpha\) levels. When \(\alpha = 1\), both models are essentially the same as their ranking functions regress to \(\text{Score}(Q_r, A_i^j)\). For \(\alpha\) set to either 0 or 1, both models regress to one-dimensional search, therefore the performance is definitely poor. We also notice that 2dBL reaches the optimal performance when \(\alpha = 0.2\) and 2dRank reaches the optimal performance when \(\alpha = 0.5\).

To verify the correlation between the ranking performance and quality of query requirements identification, we report the optimal performance of the ranking results using different identification methods in Table 3. Connecting with the results in Table 4 we find that that better requirements identification results can lead to better ranking results, as we expected.

### 6.2 Simulated Data Set

Enterprise data collection is hard to find since most enterprises do not want to publish their internal data for security concerns. In order to evaluate our proposed methods on
semistructured data, we constructed a simulated data set by choosing the Billion Triple Challenge 2009 dataset \([1]\), which consists of a RDF graph with 1,464,829,200 nodes, as semi-structured data. Beside this, we choose the Category B (first 50 million pages of English part) of ClueWeb09 collection \([2]\) as the complementary unstructured data. The reason that they can serve as complementary to each other is because both data sets contain entity information over the web. The data set is referred to as SIMU.

We choose the query set used in the List Search Track of SemSearch 2011 Challenge \([21]\). The query set consists of 50 queries which are hand-written by the organizing committee. The average number of terms in each query is 5.4. Here are some sample queries:

- astronauts who walked on the Moon
- nations where Portuguese is an official language

The reason to choose it is because based on the analysis we find all the queries have mentioned both the content and type requirements. The judgment file, which is created by system pooling from the participants’ submissions, is also provided along with the query set. We report the performance evaluation using MAP, P@10 and R-Precision.

We first report the performance of two query requirements identification methods over SIMU data set in Table \([4]\). According to the results, we find that the language modeling based method failed to outperform similarity based method. Results analysis shows that the quality of language modeling estimation of \(\theta_c\) on ClueWeb09 is not as accurate as that on unstructured part of REAL data set, since ClueWeb09 has a much wider domain coverage. In the following experiments, we only report the ranking results using the identification results of similarity based method.

**Baseline Methods:** By treating each entity as an unstructured document by merging all the attributes, we use the whole original query directly to retrieve entities from the data collection directly using the F2-EXP retrieval function. This method essentially performs 1-dimensional retrieval, and is denoted as 1dBL.

Moreover, we implemented another baseline by estimating \(Score(Q_c, E^T_i)\) and \(Score(Q_c, E^C_i)\) directly using F2-EXP retrieval function and combine them as shown in Equation \([10]\). As it is essentially 2-dimensional search, we refer it as 2dBL.

**Implementation Details:** Based on 2dBL, we use our proposed graph based method in Equation \([11]\) to estimate \(Score(Q_c, E^C_i)\). This method is referred as 2dGraph.

Moreover, based on 2dBL, we also implement another ranking method by substituting \(Q_T\) with the semantic expanded requirement \(Q_{T, EXP}\) in the estimation of \(Score(Q_T, E^T_i)\). This method is referred as 2dSem.

Finally, we implement one method by both using the graph based method to estimate \(Score(Q_c, E^C_i)\) and substituting \(Q_T\) with \(Q_{T, EXP}\). It is referred to as 2dGraphSem. The ranking function is:

\[
Score(Q_c, E^C_i) = \alpha \cdot Score(Q_T, E^T_i) + (1 - \alpha) \cdot \left( (1 - \beta)Score(Q_c, E^C_i) + \beta \frac{1}{|N(E_i)|} \sum_{j \in N(E_i)} Score(Q_c, E^C_j) \right)
\]

The optimal performance for the five methods are shown in Table \([5]\). By comparing 1dBL with other methods, we find that 2-dimensional search can always outperform 1 dimensional search. What’s more, both the graph based estimation of the content requirement score and type requirement score using semantic expanded queries can lead to better performance.

Finally, we verify the correlation between the ranking performance and quality of query requirements identification, by reporting the optimal performance of the ranking results using different identification methods in Table \([4]\). It shows again that better requirements identification results can lead to better ranking results.

### 7. CONCLUSIONS AND FUTURE WORK

The paper aims to demonstrate the feasibility of leveraging unstructured information to improve the search quality over structured and semi-structured information. The problem is to find relevant information of certain types from unstructured and **semi-structured** information. We propose ranking methods that can utilize unstructured information to identify type requirement in keyword queries and bridge the vocabulary gap between the query and the data collection. We conduct experiments over one real world enterprise data set and one simulated data set. Experiment results show that our proposed ranking strategy is effective to retrieve relevant information with the type specified in keyword queries.

Enterprise search is important. Our proposed work is only a small step toward improving enterprise search quality. There are many interesting future research directions based on this work. First, it would be interesting to study how to identify queries with type requirements. Second, we would like to extend our query requirements identification model so that it can process queries with multiple content or type requirements. Third, we plan to study how to retrieve information of certain types from unstructured information.
directly in our future work. Finally, it would be interesting to study how to provide seamless support for search over both unstructured and structured information.
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